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ABSTRACT

The study examined empirically the impact of foreign trade on economic growth Q}" '
Nigeria. Annual data on Req] Gross Domestic Product, Exchange rate, Inflation, Trade
openness, Foreign Direct Investmeni Net export from the Central Bank of Nigeria
covering the period of 1980-2014 wey e utilized with the broad objective of examining rhe
impact of foreign trade on economic growth of Nigeria within the Study period. T/?e
ordinary least square (OLS) estimation procedure and descriptive statistics were :
adopted. From the descriptive statistics conducted, the result shows that the variables
under consideration i.e. RGDP, NETEXP, OPENESS, EXCR, FDI and INFLATION a// ;
have a positive mean valye, The SIHC/} went further to conduct the OLS estimate w/m‘/?
indicates that there is g positive relationship between RGDP and the coefficient of !he |
variables, i.e. OPENESS, EXCR and FDI Furthermore, the granger causality test
conducted shows that there is 4 unidirectional causality between RGDP and NE TEXP:
which means thar NETEXP granger causes RGDP without a reversal effect. T, herefore
the study recommends that Excise duties should be reduced so as to encourage loca/
industries to export their goods and services. F. urthermore, Nigeria should reframe from :
excessive consumption of Joreign goods and services so that their import might be cuf—oﬁ'
Finally, there is need Jor Nigeria 1o lessen export-import dependence through ihe." :

diversification of domestic production



TABLE OF CONTENTS

L i
e YR N S il
T S i
FHERSERIRL c mvt es e o smbnsimecsc n
T sttt i s e !
BBt ottt gt e Vi
CHAPTER ONE
e 1
I.1. Background to the BRI 30t 35 e s 8K e« 1-3
1.2. Statement of the S N 3
1.3. Objectives of the T 4
I.4. Statement of the research oy T 4
1.5. Scope of the T W 4
1.6. Organization of the e A 5
1.7. Justification of the e S



CHAPTER TWO

LITERATURE REVIEW

e LI 7
2.1. Conceptual issues/theoretical TOVIRH s o mts 8 snmpr s S memmomms 7-11

A TS O TRt st st st e o 11-14
2.2.1. Mercantilist trade theory ........ -‘ .......................................................... 11-12
2.2.2. Comparative advantage trade B s 525 e B cseras 12-13
2.2.3. Absolute cost advantage trade T 13-14
2.3. Theories of economic B 0101 s o s e85 e mcenpe gt 14-17
2.3.1. Endogenous L 15
2.3.2. Neo-classical BB, o oo o555 a5 Shrmmmsnes o 16
2.3.3. Harrod-Domar e 16-17
2.4. Benefits of e 17-18
2.5. Problems of B O S 18
2.6. Challenges of R 19-21
W Tl R vt ettt st oo 21-28

2.8. Summary of reviewed L U A o s R 28



CHAPTER THREE

RESEARCH METHODOLOGY

0 KOBORGEG .. 0mer e s — kg 29
3.1.Theoretical . 29
ROt it scrsesis et e 29-30
3.3. Evaluation of AR 515 165 e s3ERS cobeens s . R 30
P R BBttt e s 55 et 30-31

I Rt e o S e 31
3.6. Granger R TR PO it e e 32
e . 32-33
7 DR BAIRIS OO s s oo s e mmss s s 33
3.6. Sources and method of data COUECHUR. covovvseasptinnenmomensepies shsssmmsnsameomessens e .. 33
CHAPTER FOUR

DATA ANALYSYS AND INTERPRETATION

Al CEEORRION. o s s s s o TN 34
B 34



4.3. Statistical e 37-39

B 39-4]
e 41-42
0 T8 PSRl Ut 42-43
4.7. Granger T TEB L et e o 6 eSS e s 43-45
4.8. Multicolinearity POttt 85 oS s e 45-46
CHAPTER FIVE
5.0. Summary, conelusion and recommendation.......................... 47
S B Summary of findings.... .. .. S A U o R e SR s 47-48
RIS 1 o g e oo 48
T OO o155 st st s eesmms i 49

5.4. References

5.4. Appendix



CHAPTER ONE

1.0 Introduction

1.1 Background to the Study

Foreign trade plays a Very necessary role in restructuring of economic and socjal parts of
the countries round the world, signiﬂcantly the less developed 'countries; it has been a
vicinity of interest to decision makers as well as cconomists (Adewuyi, 2002). In most
countries, it represents the numerous part of gross domestic product (GDP). There has
been the exchange of products and services across international borders for hundreds of
years owing to its economic, social and political importance, foreign trade was necessary
in its early starting, this is not because it provided one society with product like cowries
from one continent to different arecas: it conjointly created the supply for cultural trade
off, therefore trading not solely on product, but conjointly on lifestyles, customs and
technology. It assisted in increasing the quality of living of states and also, the national
income. Foreign tradeis the exchange of products and Services across international
borders or between nations of the globe. The analysis of an economy in terms of
growth rate and per capita income has been supported by the domestic production,
consumption activities and in conjunction with féreign operation of products and
services. It permits nations to sel] their domestically made products to different countries

of the globe.

Foreign trade is achieved once it facilitates the national and international quality of
factors of production, the exchange ofideas and improved technology that result
in international allocation and distribution of resources; it results in steady improvement
in human standard by increasing the range of people’s standard of living and preference:
Foreign trade plays an important role in reforming economic and social attributes of
nations round the world, particularly; the less developed countries because no countr);

is self-sufficing to trade alone.



Before the invention of oil in the 1960s, the Nigerian government was able
to perform investment project through domestic savings, earning from agricultural
product exports and foreign aids. Since the invention of crude oil in 1956 and its
exploration in commercial quantity in 1958 however, the oj] sector bit by bit became
transition in 2011, which highlighted a gradual shift away from primary production to :
secondary and tertiary activities. Primary production ac;tivities, comprising agriculture.
crude petroleum natural gas, and solid minerals dominated economic activities in 201 |
with a share of 55.30% of GDP, compared with 57.09% in 2010. In contrast. secondary
production  activities of producing, building  and construction which have
a bigger potential to expand the country’s productive base recorded a share of 6.25% of
real GDPin 2011. The tertiary sectors have shown an upward trend within
the last 5 years, accounting  for about 39% of the GDP  throughout 2011 compared
with about 37% in 2010. The development of secondary and tertiary sectors showed i
gradual enlargement of the productive base, leading to reduction in the dominance of
primary activities within the cconomy. Within the merchandise trade, crude oil export
continued to dominate tota] €Xports. accounting for 92% by the end of 201] as
against 93% in 2010. Equally, crude oil €xports amounted to US$79.81billion compared
to US$63.73 billion during the period. It was equally .noted that the United States of
America was the dominant destination of Nigeria’s exports, accounting for 53% of total
€xports, whereas Europe and Asia accounted for 23% and 12%, respectively during the
period (Annual Performance Report of the Nigerian Ebonomy by NPC 2011). Although
foreign trade is not perfect in promoting economic growth because the Nigeria economy
still experience some component of economic instability and this trade has also turned the
country into an import dependent cconomy. However, the contribution of foreign trade to
growth depends greatly on the context in which it works and therefore the objective it

SErves to a country.



income is through the export of 0il and thereby neglecting other sources of

revenue like the agricultural sector.

1.2 Statement of the Problem

Promotion of economic growth is one of the objectives of foreign trade, however in
recent  times, this has not been the case because the Nigerian economy
still experiences some elements of economic instability such as price instability and

adverse balances of pPayment to mention a few.

One of the reasons why benefits of foreign trade cannot be transformed into economic
growth is the macroeconomic policy distortions resulting from the trade which turned the
country into an import dependent cconomy. The import of the country grew from NO.'/:'
billion in 1970 to over N562 billion in 1996 and later increase to N1, 266 billion in 2001,
(CBN Annual Report, 2004), Nigeria has grown rapidly in recent times due to the
significance of foreign trade, mainly since 2002, Economic openness, measure as the
ratio of export and imports to GDP has grown from 3 % in 1991 to over 1] % in 2008;
The balance within the growth rate of trade in 2008 partly reflects the unrest in Nigeria'é
oil manufacturing Niger Delta region, which resulted in significant disruption in oii

production and shortfalls in oj] export from Nigeria.

goods imported into the country were those that cause damages to local industries by
rendering their product inferior and being neglected, which in turn reduces the
¢Xpansion rate  of output - of  such industries and this ater spread to the

aggregate economy,

For this reason, it is worthy of note to investigate the influence of foreign trade .

on economic growth in Nigeria.



1.3 Objectives of the Study

The broad objective of this study is to examine the impact of foreign trade on economje

growth in Nigeria, Specifically, the research work will focus on the following objectives:

i.  To examine the impact of import and €Xport on economic growth of Nigeria.
ii.  To determine the direction of causality between foreign trade variables and
¢conomic growth in Nigeria. '

ii.  To proffer policy measures that would enhance growth of the Nigeria economy

1.4 Statement of the Research Hypotheses

Ho: Foreign trade does not have significant impact on economic growth in Nigeria
H;: Foreign trade has significant impact on economic growth in Nigeria

Ho: Export and import does not have any significant impact on economic growth in

Nigeria
H1: Export and import have significant impact on economic growth in Nigeria,

HO: There is no direction of causality between foreign trade variables and economic

growth in Nigeria

HI: There is a direction of causality between foreign trade variables and economie

growth in Nigeria

1.5 Scope of the Study

This study will focus on secondary data for the study of which the source are Central
Bank of Nigeria (CBN) statistical bulletin 1980 to 2014 version.

This project centers on the impact of foreign trade on the ¢conomic growth of Nigeria
from 1980 to 2014. In the course of this study, the researcher wil] ¢xamine the impact

and influence of foreign trade on economic growth of Nigeria.



1.6 Organization of the Study
The research work is divided into five chapters. Chapter one js the introduction, Chapter .
two focused on the literature review and theoretical framework on the role of foreign
trade and Nigerian economic growth, Chapter three focused on research methodology to
be adopted in the Study. Chapter four dealt with the data presentation, analysis and
interpretation, while chapter five dealt with the summaries of findings, conclusion and

recommendations of the research work.

1.7 Justification of the Study

will offer a framework on where work has been carried out by past researchers. Also, it
will serve as a source of relevant information and other valuable materials for further

research to be carried out on foreign trade and economic growth,

1.8 Definition of Terms

1.8.1 Balance of payment (BOP): This is the accounts of all records or trades between a
country and other countries of the world. These transactions comprise payments for the
country’s export and import of goods and services, financial capital and financial transfer.

(Sloman, John 2004.)

1.8.2 Balance of payment deficit: This js a condition whereby the import of goods,
services, investment income and transfers Surpasses the export of goods, services,

investment income and transfers. (Sloman, John, 2004)



capabilities of an cconomy are improved over time to ensure a rising level of nationaj
output. It is the increase in the market value of goods and services produced by the

cconomy over time. (Todaro& Smith, 2009)

trade. (Todaro& Smith, 2009)

1.8.5 Import: These are the goods bought from another Jurisdiction particularly across 3

national border from external source. (Todaro & Smith, 2009)

1.8.8 Fiscal year: This is a twelve month period at the end of which all accounts are
complete in order to provide a statement of a cOmpany, organization or government

financial condition and for tax purposes. (Financial Dictionary)



CHAPTER TWO
LITERATURE REVIEW

2.0 Introd uction

preceding chapter, foreign trade plays a very important role in restructuring of economic
and social attributes of the countries around the world, particularly the [ess developed
countries. It has been an area of interest to decision makers as well as economists
(Adewuyi, 2002).

2.1 Conceptual issues / Theoretical review

CXports are the most essential asbect of international trade. But as pointed out by
Ozughalu and Ajayi (2004), if CVery country ensures that it gets a surplus in international
trade, hence there will be high level of protectionism’and many barriers to the flow of
foreign trade and these are incompatible with the essence of globalization. A highly
vigorous theoretical groundwork for international trade lies in the classical economic
theory of comparative cost advantage. The theory of comparative cost advantage suggests
that global production will reach its optimal level if every country specializes in Ihé

production of the commodity (or commodities) where it has Ccomparative cost advantage



over others. This is seen as the basis for profitable trade (Ozughalu and Ajayi, 2004). In'
contemporary economics, the overriding model of Comparative cost advantage is
recognized as Heckscher-Ohlin model. As opined out by Sodersten and Reed (1994), it is
a theory of long term overall equilibrium in which two factors of production, labour and

capital are both movable between sectors.

Lec (1995) emphasized that the comprehensive and historical validation has proved that
foreign trade affects €conomic growth positively by encouraging capital accumulation.
industrialization, technological progress and institutional development. Speciﬁcallyi:
increased in imports of capital and intermediate products which are not existing in the
domestic market may encourage the productivity of the manufacturing sector. Krugman
and Obstfeld (2009) orated that foreign trade permits countries to focus in producing
harrower ranges of goods, giving them greater outputs of large scale-production. [t is also .
a branch of economics that is concerned with the interchange of goods and services with
foreign countries, (Rugman and Collingson, 2006). Also, Salvatore (2010) defined
foreign trade as dealing with economic and financial interdependence among nations. He¢
examined the flow of goods, services, payments and monies between a nation and

countries of the world, the policies focused at regulating these flows and their effects on

Therefore, foreign trade transpires  when goods and services cross international
boundaries in exchange for money or the goods and services of another nation. Balaam
and Dillman (2011) said, though most of the goods anld services produced locally are
consumed in confined markets, foreign trade has grown intensely as a reflection of

increase in demand for goods and services that do not exist or cannot be produced locally;



Economic growth op the other hand. refers to the increase over time of an economy’s
capability to produce those goods and services needed to develop the well-being of all

citizens. Todaro (1977) maintains (hat growth is the steady process by which the

quantity and quality of resources, capital accumulation, growth in productive population:
and improved technology, but also from a social and political structure that is beneficial
to such change, According to Black (2009), growth is an increase in an economic
variable, normally persisting over a successful periods. It is an outward shift of 4
country’s production possibility frontier (Krugman anﬂ Obstfeld, 2009). Also, Sullivan
and Sheffrin, (2001) defined economic growth as the increase in a nation’s standard of
living or level of economic prosperity. In addition, economic growth also refers to an
increase in a country’s production of income per capita. :
It is very important to know the nature of the trade and the type of commodities that are

traded; this is because Todaro and Smith (2009) emphasized that most African countries

depends on the nature of existing institutions, policy measures and the capacity of the
country to absorb or counter the shocks. Studies conducted by Edwards ( 1993), Frankef

and Romer (1999), Dollar and Kraay (2001; 2002) placed emphasis on the positive effect



cconomic growth and development by submitting that foreign trade increases the
domestic income of partaking countries. This is simply because opening the economy to
international commerce allows local entrepreneurs o learn new methods of using or
producing quality inputs quicker at lower cost, increasing total factor productivity, human
capital accumulation and in harnessing overal] national technological capacity. This
argument is consistent with the findings of Romer (1992); Barro and Sala-i-Martin

(1995); Obstfeld and Rogolt (1996).

Godley, 1992: McCombie and Thirlwall, 1992; cited in Morgaﬁ and Katsikeas, 1997)_.
Also, there is need to improve the living standard of the citizenry, reduce unemploymentl;
increase capacity utilization which leads to an increase in productivity, as well as an
increase in foreign exchange earnings eic. This will lead to the introduction of vibran_l
economic policies in Nigeria and other developing nations of the world. According to

Azam (2009), the drift from trade restricted cconomy to trade liberalization is attributed



employment opportunities, increase productivity and enhance the living standard of thé
citizenry. Exporting is associated with static gains that include efficiency advances as a
result of knowledge and technological spillovers from exporting experience. Exporting is
also associated with efficiency in resource allocation, employment generation, and

relaxing the foreign exchange constraints (Sullivan and Sheffrin, 2011)

2.2 Theories of trade

2.2.1 Mereantilist Trade Theory |

Mercantilist provided the earlier ideq on foreign trade. The doctrine was made up of
many features. It was highly nationalistic and considered the welfare of the nation as of .
prime importance. According to the theory, the most important way for a nation to
become rich and powerful is to CXport more than its import. Some of the mercantilism are
Jean Baptiste Colbert and Thomas Hobbes. It was understood then, that, the most

important way in which a country could be rich was by acquiring precious metals such as

of import.

Trade has to be controlled, regulated and restricted. The country was expected tc;
achieve favorable balance of payment. Tariffs, quotas and other commercial policies
were proposed by the mercantilism t0 minimize imports in order to protect a
nation’s trade position. Mercantilism did not favor free trade. Mercantilism beljeved
in a world of conflict in which the state of nature was a state of war. The need for
regulation to maintain order in human affairs and economic affairs were taken for
granted. To the mercantilist, the world wealth was fixed. A nation’s gain from trade
was at the expense of its trading partners, that is, not all nationals could

simultaneously benefit from trade.

Towards the end of 18th century, the economic policies of mercantilism came under

strong attack. David Hume criticized the favorable trade balance as being short run

1l



phenomenon which could be eliminated automatically over time, The other nation is

likely to retaliate. Mercantilism was also attacked for their static view of the world

Despite the criticism faced by the foundation of mercantilism, mercantilism is still alive
today. New mercantilism now emphasized employment rather than holding some gold.
They also postulate that exports are beneficial as Job is provided domestically. Imports

are considered bad ag Jobs are taken away and transferred to the foreign workers. To the

question? David Ricardo tackled this question.

Ricardo was the first to demonstrate that external trade arises not from difference in
absolute advantage but from difference in comparative advantage, By “comparative
advantage” it is meant “greater advantage™. Thus in the context of two countries and wo
commodities, trade would stil] take place even if one country was more efficient in the
production of both commodities, provided the degree of its superiority over the other
country was not identical for both commodities.

Ricardo assumed the existence of‘two countries, two commodities, and one factor of

production, labor. He assumed that labor was fully employed and internationally

In context of a model of two countries, two commodities and one factor of production,

Ricardo obtained the result that a country will tend to export the commodity in which it

12



nations may use different technology but all firms within each nation utilize a common
production method for each commodity. It also assumed that trade is balanced and rolls
out the flow of money between nations. The distribution of income within 3 nation is not
affected by trade.

Most assumption of the Ricardian theory is unrealistic. The theory is based on labor

theory of values which states that (he price of the values of a commodity is equal to or

semi-skilled and unskiled labor, there ure other factors of production.
Despite its shortcomings, the law ol comparative advantage cannot be discarded off
because it found application in study of economics. The law js valid and can be explained

in terms of Opportunity cost in the modern theory of trade.

2.2.3 Absolute cost Advantage Trade Theory

This theory was propounded by Adam Smith in his famous book “Wealth of Nation™
(1776). The theory of absolute cost advantage emerges as a result of the criticism levied
against mercantilism. He advocated free trade as the best policy for the nations of the
world. Adam Smith argued that with free trade each nation could specialize in the
production of those commodities in which it could produce more efficiency than the other :

nations, and import those commodities in which it could produce less efficiently.

13



This international specialization of factors in production would result in increase in world
output, which would be shared by the trading nations, Thus, a nation need not gain at the
¢Xpense of other nations, all nations could gain simultaneously.

In other words, according to the theory. a nation should specialize in the production of
export of commodities in which i has lower cost or absolute cost 'advantages over others,
On the other hand. the same country should import a commodity in which it has higher

cost or absolute cost disadvantage.

accumulation, growth in population and eventual growth in the labour force, and

technological progress. Capital accumulation results when some proposition of personal

accumulation involves a trade-off between present and future consumption, giving up a
little now so that more can be had latter.

Population growth and the associated increase in the labour force have traditionally been
considered a positive factor in stimulating economic growth. A larger labour force means
more productive workers, and a large overall population increases the potential size of
domestic markets. Technological progress results from new and improved ways of
accomplishing traditional tasks. Tci:hnological progress could be neutral, labour-saving,

and capital-saving,

classified as products of labour-saving technological progress.

14



2.3.1 Endogenous Growth Theory
Endogenous growth economists believed that improvements in productivity can be [inked

directly to a faster pace of innovation and extra investment in human capital. They stress

There are increase returns to scale ‘from new capital investment, The assumption of the
law of diminishing returns js questionable. Endogenous growth theorists are strong
believers in the potential for economies of scale (or increasing returns to scale) to be
experienced in nearly every industry and market. Private sector investment in research

and development is a key source of technical progress.

creating new businesses and ultimately as an important source of new Jjobs, investment

and innovation,

15



2.3.2Neo-Classical Growth Theory

sustained increase in capital investments increased the growth rate only temporarily.
because the ratio of capital to labour goes up. The marginal product of additional units is
assumed to decline and thus an economy eventually moves back to a long term growth-

path with the real GDP growing at the same rate as the growth of the workforce plus

much of the variation in growth rates. The neo-classical models treat productivity
improvements as an eXogenous variable which means that productivity improvements are

assumed to be independent of the amount of capital investment.

2.3.3Harrod - Domar Growth Model

Lo more growth. This theory focused on the linear production function in which the
output is given by capital stock (K) multiplied by a constant.

According to this theory, investment generates income and also increases the productive
capacity of the cconomy by increasing the capital stock. Inasmuch as there is nei

investment, real income and output continue to expend. And, for full employment

The theory maintained that for the cconomy to maintain a ful] employment, in the long
run, net investment must Increase continuously as well as growth in the real income at 4
rate sufficient enough to maintain ful] capacity use of a growing stock of capital. This
implies that a net addition to the capital stock in the form of new investment wil] g0 a
long way to increase the flow of national income. From the theory, the national savings

ratio is assumed to be fixed proportions of national output and that total investment is

16



determined by the level of tota] savings i.e. § = SY which must be equal to net
investment [,
The net investment which is [ = AK = KAY because K has a direct relationship to tota] -

national income, And, therefore SY = KAY which simply means AY/Y is growth rate of

given GDP, the greater the growth of GDP and which will be inversely related to capitaf

output ratio.

2.4 Benefits of Foreign Trade

above competitive levels. Opening up trade fosters competitions and gives the invisjble

hand a better chance to work its magic.



Opportunities were created.
2.5 Problems of Foreign Trade

are exported to a foreign country, the labels, informative literature, packing technical
handout, should pe prepared in the language of the country in which the goods are

marketed.

Another problem js the issue of Standardized units, in some countries of the world, the
units of length; weight, capacity, and voltage are not the same. The exporters therefore
shall have to see that the goods are prepared and supplied according to the standard

specification of the importing country.

18



2.6 Challenges of Foreign Trade
* Distance

Due to long distance between different countries, it is difficult to establish quick and
close trade contacts between traders. Buyers and sellers rarely meet one another and

personal contact is rarely possible,

There is a great time lag between placement of order and receipt of goods from foreign

countries. Distance creates higher costs of transportation and greater risks.

* Different lan guages

Different languages are spoken and written in different countries. Price lists and
catalogues are prepared in foreign'languages. Advertisements and correspondence also

are to be done in foreign languages.

A trader wishing to buy or sell goods abroad must know the foreign language or employ

somebody who knows that language.

* Difficulty in transportation and communication

Dispatch and receipt of goods takes 2 longer time and involves considerable expenses:
During the war and natural calamitics. transportation of goods becomes €ven more

difficult. Similarly, the costs of sending or receiving information are very high.

* Risk in transit

over long distances and they are exposed to perils of the sea. Many of these risks can be

covered through marine insurance but increases the cost of goods.

* Lack of information about foreign businessmen

18



In the absence of direct and close relationship between buyers and sellers, special steps

are necessary to verify the credi worthiness of foreign buyers. It js difficult to obtain

* Import and export restrictions

Similarly, tariff rates are put on exports of raw materials. Importers and €Xporters have to

face tariff restrictions.

They are required to fulfill several customs formalities and rules, Foreign trade policy,.
procedures, rules and regulations differ from country to country and keep on changing

from time to time.
* Docu mentation

Both exporters and importers have to Prepare several documents which involve

expenditure of time and money.
* Study of foreign markets

Every foreign market has its own characteristics. It has requirements, customs, weights



additional risk. Remittance of money for payments in“foreign trade involves much time

there is greater risk of bad debts.

* Frequent market changes

It is difficult to anticipate changes in demand and supply conditions abroad. Prices in
international markets may change frequently. Such changes are due to entry of new
competitors, changes in buyers' preferences, changes in import duties and freight rates.

fluctuations in exchange rates, etc.
® Investment for longer period

There is longer time gap between supply of goods and receipt of payment. Therefore, the

€Xporter's capital remains locked up over a longer period. .

* Intense competition:

countries. Considerable market research is necessary to ensure suitability of product in
foreign markets, Heavy expenditure on advertising and sales promotion may be

necessary.

2.7 Empirical Literature

noteworthy that the evidence generated does not transate into a consensus on the
direction of causality of the two Series. Furthermore, the relationship between foreign
trade and economic growth remains controversial issue for both researchers and
academics alike. Some authors have argued that growth in foreign trade precedes

cconomic growth and hence giving a stance to the export-led —growth hypothesis Arnald
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¢xport. Lancaster (2000); Krugman (2002); Henriques and Sadorsky (2006): Al-Yousif :
(2009); Kemal et a] (2012). The stance of this argument is such that economic growth
leads to knowledge and technological development in the various sectors of an economy

through the learning- by-effects, This effect on the .economy becomes a vehicle fof |

growth in foreign trade especially in those commodities where the country enjoys a

Ghosh (2010): Thornton (2009); Shan and Sun (2008a); Anwar et al (2000). Furthermore_-.

Kavoussi (2004), studied 73 middle and low income developing countries, and found out

reductions leading to efficiency gains. and by extension, leading to economic growth. On .

the extreme, some authors find no causal relationship between the two series Mutairi

Voivodas (2007); Michaely (2005): Balassa (2008); Fajana (2009); Fosu (2000); Lussief "
(2003); Greenaway and Sapsford (2004) and Sala-i-Martin (2007).
In this work the author seeks to evaluate export-led-growth with particular reference to
Nigeria. It is important to note that most of the recent and earlier literature on foreigﬁ

trade and economic growth concentrated on aggregate export only. The major deficiency
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of this approach is that it limits our understanding of the important differences between.
dissimilar €Xport components and thejr influence on economic growth. It is argued that
even if there is a growth-enhancing or growth-limiting effect of 4 particular export
component, it may not be reflected at the aggregate level, and this may lead to unrealjstj¢
conclusions and implications for policy (Ghatak et al, 2007). All the Cross-country studies
cited above do not explicitly investigate the effect of disaggregated foreign trade op

cconomic growth,

which export performance differences may explain inter-country economic growth
differentials. Studies in this category include Balassa (2005 and 2008); Ram (2007):
Feder (2002) and Michaely (2006). Most of these studies employed a production functior

framework that included exports as an additional argument of the production function.

In Nigeria, some authors have examined the performance of foreign trade and economi¢

development of Nigeria, more importantly, the study examines whether or not
fluctuations in Nigeria’s €Xport earnings have adverse effects on the economy. Th¢
results of the study using multivariate analysis as the framework, confirm the hypothesis

that export instability is an important obstacle to Nigeria’s economic development. In
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particular, export instability is found to be highly detrlmental to the growth rate of
investment as well as resulting in smaller proportions of national income being invested,
The result also supports the claim that Nigeria’s economic growth is export-led. Akerele
(2001), relying on appropriate quantitative techniques, identified sources of instability ixj
export earnings for the Nigeria economy for the period of 1980-2007. He observed that
political as well as economic factors provided sources of instability in Nigeria’s export
earnings. The influence of political factors is not surprising, since the period of the study
coincided with the imposition of various sanction on Nigeria for failing to adopt western-
style of democracy. '
Ogbokor (2011) investigated the macroeconomic impact of oil exports on the economy of
Nigeria. Utilizing the popular OLS technique, he observed that economic growth reacted
in a predictable fashion to changes in the independent variables used in the study. He also
found that a 10 percent increase in oil exports would lead to 5.2 percent jump in
economic growth. He concluded that export oriented stfategies should be given a more
practical support. Udah (2011), adopled the time series characteristics, the purpose is to
determine the order of integration and he conducted a unit root test on the varlables
included in the regression model by employing modified unit root tests. The objective
here is to determine the underlying properties of the process that generate the result and
discussion of the analysis. Secondly. the study proceeded further to test the long-run
equilibrium relationship between the variables used in the model by employing the Auto-
regressive distributed lag bounds testing approach to co-integration proposed by Pesaran
et al (2001).

Michaely (2007) focused his attention on the improvement between the rate of growth of
export and GDP; he found out that the correlation between rates of growth of the
economy is particularly strong among the countries with successful growth experience. In
addition, Asher (2010) outlined that more than 80 percent of the forelgn exchange of less
developed countries is earned through exports of goods and services. Massel et al (2002)
investigated the pattern of economic growth of some selected less developing countries

using regression models, they observed that a high degree of association exists between
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exports and economic growth. They suggested that countries should aim at 2.5 percent
expansion in export activities to obtain one percent increase in economic performance;
Krueger (2007) expressed in his work additional empirical demonstration of a strong
association between exports performance and economic growth by undertaking a
comprehensive study of the role of exports on the economic growth of 10 countries from
1990-2004, a single non-linear regression equation was specifically estimated for each o_'f
the chosen countries and he found exports and GDP to bé highly correlated. Also, Balassa
(2008) studied eleven countries that have an established industrial base. He discovered
that the positive correlation between export growth and the GDP growth will prowde

indication of the total effects of exports on economic growth.

Lin and Li (2002) examined the contribution of foreign trade to China’s economic growth
and found that the previous reviews on foreign trade underestimated the contribution of
exports to GDP growth by overlooking the indirect impacts of exports on domesnc
consumption, investment, government expenditures and imports, they proposed a new
estimation method and found that a 10 percent increase in exports resulted in one percent
increase in GDP in the 1990°s in China when both direct and indirect contributions were
considered. Wah (2004) in his study reported that for the past forty years (1960- 2000)
the Malaysian economy grew at an impressive average rate of 6.8 percent per annum. The
rapid growth was attributed, in part 1o the remarkable success in the export-oriented
industrialization policy. Thirlwall (1997) explained the possibility that export growth
may set up a vicious cycle of growth such that once a country is on the path of growth, it
maintains its competitive position in the world trade and performs continually better
relative to other countries. He also contended that cxport growth relieves a country of
balance of payments constraints so that the faster the exports grow, the faster the output
growth can be without running into balance of payments difficulties. His ﬁndmgs
suggested that an export based strategy of development offers. the best prospects for

economic growth. Sachs and Warner ( (2007) found that lack of openness was the most
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significant contributor to the dismal of economic growth performance in sub-Saharan
Africa.

Egwaikhide (2001) examined the qualitative effects of export particularly non-oii
expansion on economic growth in Nigeria over the period ('1960-1983). Based on
simulation experiment, he observed that a 75 percent rise in non-oil export led to 14 )
percent increase in real GDP. In his conclusion he emphasized that, there is a need to
promote export in order to enhance GDP growth in Nigeria. Fajana (2007) observed the
impact of export and foreign capital on economic growth; he found that export ha$
greater impact on GDP growth than foreign capital inflows over ten year period. He¢
recommended that Nigeria should not emphasize on the reliance of foreign capital so that
export can be promoted in Nigeria. Harrison ( 1991) study made a synthesis of previous
empirical studies between openness and the GDP growth rate comparing the results from
cross-section and panel estimations while controlling for country effects. The study
concluded that on the whole, correlations across openness measure seem to be positivelv
associated with GDP growth, the more open the economy the hlgher the growth rate or
the more protected the local economy.
Edwards (2008) explained that after taking into account the roles of all other factor.{s :
including capital accumulation, growth in labour force including differences in the level
of technology, countries with lower degrees of protectionism, on the average tend to
grow at a much faster pace than countries with higher trade restrictions. Oviemuno
(2007) investigated the impact of international trade as the engine of growth in
developing countries between 1960-2008, taking Nigeria as a case study; he uses four :
important variables which are import. export, inflation and exchange rate, the findings
show that Nigeria’s export and import value does not, act as an engine of growth iri
Nigeria, and that inflation rate in Nigeria does not act as an engine for growth.

Ekpo and Egwaikhide (2004) analyze the relationship between exports and economic
growth within the framework of general production function, the study employed moderri
econometric techniques of co-integration and error correction model in its analysis. In

particular, the study used the Engel-Granger two-step procedure of co-integration as welli
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as the associated error correction modeling technique in the analysis. Thus, the study in
general validated the export led growth hypothesis for Nigeria. However, the study did
not address the issue of causality and the direction of causality, and he observed that thé :
issue of causality is very crucial in addressing the validity of the export-led growth
hypothesis. Idowu (2005) used the traditional Granger causality and Johansen co- :
integration tests in his analysis of exports and economic growth in Nigeria. The results of
the study showed that a bi-directional causality and long-run relationship exists between
exports and economic growth in Nigeria. Uche (2009) in his studies employed
econometric methodologies to assess the impact of oil and non-oil export on the growth
of Nigerian economy and discovered that there is a unidirectional causality from oil
export to GDP which goes to support the export-led growth hypothesis in the case of
Nigeria but with reference to oil sector only. He also found that non-oil export does not
Granger cause economic growth in Nigeria. Konya and Singh (2006) evaluate the link
between trade and output growth in India, using granger causality procedure, their result
shows that export and import granger causes GDP both individual and jointly. Usman ;
(2011) focuses on the workings of trade on the Nigeria economic growth using multiple
regression procedure. They indicate that export, import and exchange rate are all
negatively related to real output of Nigeria. Eneji Nwany.anwu and Pong (2012) evaluates
the effects of higher imports over exports on the textile industry and the aggregate
economy in Nigeria, using the vector-regressive model; their report shows that more
private investments are highly needed in the Nigerian economy to make it internationally
competitive. Ogbokor (2011) investigates the macroeconomic impact of oil export on the
economy of Nigeria, utilizing the popular OLS technique; he observed that economic
growth reacts in a predictable fashion to changes in the independent variables used in the
study. He also found that a 10 percent increase in oil exports would lead to 5.2 perceni
jump in economic growth. He concluded that export oriented strategies should be given a
more practical support. ‘
Obadan (2011) writes on the impact of export instability on the economic development of

Nigeria, more importantly, the study examines whether or not fluctuations in Nigeria’s
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export earnings have adverse effects on the economy. The results of the study using
multivariate analysis as the framework confirm the hypothesis that export instability is an
important obstacle to Nigeria’s economic development. In particular, export instability is
found to be highly detrimental to the growth rate of investment as well as resulting in
smaller proportions of national income being invested. The result also supports the claim

that Nigeria economic growth is export led.

In conclusion, several methods of foreign trade in general differ in several studies_..
Prevalently, the trade to GDP ratio has been used by many as a proxy for foreign trade. In
the analysis, it is also included that the growth rate of exports as a proxy also varies thg
concept of causality due to Granger (1969). The Granger causality approach is
appropriate and used by most of the-studies for testing the relationship between economic

growth and exports.

The result of this has shown that foreign trades have both positive and negative effects on
the economic growth of Nigeria. It can also be inferred that Nigeria engages in foreign

trade with other countries so as to stimulate the economy.

2.4 Summary of reviewed literature

This chapter reviewed relevant literature on the impact of foreign trade on the economlc
growth of Nigeria. The objective is to help the reader understand the benefi ts and
problems associated with foreign trading in Nigeria. Foreign trade plays a very 1mportam
role in the establishment of economic and social eleménts of the countries around the
world. In most countries, it represents the significant part of gross domestic product
(GDP), there has been the exchange of goods and services across international borders tor

centuries due to its economic, social and political importance.
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CHAPTER THREE
RESEARCH METHODOLOGY

3.0 INTRODUCTION

This chapter examines the main issue that relates to the methodelogy of the study with
emphasis being laid on the choice of the research design and strategies, data requirement._%
and sources, the nature and type of data collected the data processing and the parameters |
to be estimated. The section also specifies the model designed to test the hypothesis of
the study. Vital concepts and terms used were defined and described for the purpose ozf ,

giving the readers a deep insight into the phenomenon under the study.

J.ITHEORETICAL FRAMEWORK

The literature on foreign trade suggests that exports have a positive impact on economi¢
growth (Salvatore, 2010). According to Uche (2009), the relevance of exports in
boosting economic growth and prosperity is captured within the theoretical justification

for international trade.
3.2 MODEL SPECIFICATION
RGDP = F(NETEXP ,EXCR, OPEN, FDI,INF)
where:
RGDP = gross domestic product
NETEXP = Total export minus import
EXCR = exchange rate
OPEN = Trade openness

FDI = Foreign Direct Investment
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INF = inflation
Assuming a linear relationship between our dependent variable and independent
variables, our equation using the multiple regression analysis econometrically, the

equation could be stated as follows:
RGDP = 3, + NETEXP+f,EXCR+f. OPEN+p, FDI+,INF+u
Given that the estimation is a time series analysis, we incorporate the time factor thus
RGDP, = £, +B NETEXP +4,EXCR, +4, OPENt+4, FDI, +S,INF, +1
where
o= constant term of the model.
1 = coefficient of NETEXP
B> = coefficient of EXCR
5 = coefficient of OPEN
Bs= coefficient of FDI
Bs- coefficient of INF
U, = stochastic error term
3.3 EVALUATION OF ESTIMATE

The evaluation procedures are to ensure whether or not the parameters estimated are -

statistically and theoretically acceptable and reliable.

3.4 ECONOMIC CRITERION
Apriori Expectations of the Parameters in the models are expected to have signs and

sizes, which conform to economic theory. Thus, we expect the signs set against each

30



equation above to hold. If they hold, we accept them; otherwise they are rejected unless
there is cogent reason to believe that in the realm of some circumstances such conditions

can hold. The expected signs of the coefficient of the explanatory variables are:

B> 0, $2>0.B5> 0, P4>0 4>0 Bs <0

3.5 STATISTICAL CRITERION

Under the statistical method, test of Significance of Parameter Estimates (t—statistics;)
will be carried out at 5% level. This will enable us compare the computed t-statistic with
the given tabulated t-statistic to establish significance. When the computed t-statistic is
greater than the tabulated t-statistic the parameter in question is significant but otherwisé
is insignificant. Goodness of Fit test (R?). Coefficient of determination known as R” will
be used to measure the goodness of fit of the model. Thus the higher the R* the more the
model is able to explain and hence the better the fit. Adequacy of regression equation (F
—test). The regression equation is adequate if the compuyted F-statistic is higher than the .
tabulated F-statistic. There will also be a correlation test, which measures the degree ol

relationship between the variables under consideration.

Co-integration

Co-integration is an economic technique used in testing correlation between non;-
stationary time variables. Two series are co-integrate if they both move together along a
trend at the same rate, co-integration then talks about the convergence of an econometric
system to the existence of long run c¢quilibrium relationship overtime.

Co-integration is necessary to generate an error correction model.r The first thing to do 13
to regress the initial non-stationary series and obtain the residual, after the residuals have
been obtained we then test whether the residuals are stationary or not, if the residuals are
stationary then it means that a long relationship exists between the independent variables

and dependent variable, in other words the variables are co-integrated.
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By implication, the variables have a common trend and they will not drift far apart from .
cach other. After long run equilibrium has been established between the variables, the

error correction mechanism must be formed.

3.6 GRANGER CAUSALITY TEST PROCEDURE

In order to ascertain the significance of the second objective which is to determine th&?
direction of causality between the RGDP and foreign in Nigeria, a granger causality tes}

is carried out. The procedure adopted in this study for festing statistical causality is the °
“Granger-causality” test developed by C.W.J. Granger in 1969. The Granger causality
tests determine the predictive content of one variable beyond that inherent in the

explanatory variable itself.

3.7 ECONOMETRIC CRITERION

There will be a normality test, which helps to determine if the error term of the variables
under consideration are normally distributed. This could be done using the hypothesis:.
which states that if the Chi-Square calculated is less than the Chi- Square tabulated, then

it shows that the variables are normally distributed otherwise it is not normally :

distributed .

The Unit Root test, which measures the level of stationarity of the variables under
consideration, would also be applied. This test is done using the Augmented Dickey
Fuller test (ADF) with the hypothesis which states as follows: If the absolute value of the T
Augmented Dickey Fuller (ADF) test is greater than the critical value either at the 1%.
5%. or 10% level of significance, then the variables are stationary either at order zero; :
one. or two. The co integration test would be carried out if the variables have different

orders of stationarity.
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Also, the multicolinearity tests would be conducted in order to ascertain whether the :
variables under consideration are serially correlated; also other tests that could be
relevant to ascertain the signiﬁcancé level of the variables would be conducted.

The hetroscedasticity test would be conducted with the following decision rule: if the chi: -

square calculated is less than the chi-square we accept Ho, otherwise we reject.

3.8 DATA ANALYSIS METHOD

The ordinary least square (OLS) single equation is the estimation procedure adopted for
this study. This model is chosen based on its Best linear Unbiased Estimates (BLUE)
properties. The (OLS) estimators are consistent and suffi icient. The ordinary least square
technique is relatively simple to use and there is also already available software packages '
for use like MS excel, Eviews, are user friendly. Data requirements are also minimal and

it is also easier to understand by non—experts in econometrics methodology

3.9 SOURCES AND METHOD OF DATA COLLECTION :
The nature of data to be considered for this study is a secondary data and this will be
drawn or sourced from the Central Bank of Nigeria Statistical Bulletin and National
Bureau of Statistics. The data will be collected using method of extraction of
transcription from the existing record which cover a period of 1980-2014. The data
collected are on foreign trade proxy by export, import, openness, and economic growth i 1s

proxy by real gross domestic product (GDP) for the period under consideration.
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4.0 Introduction

CHAPTER FOUR

DATA ANALYSIS AND INTERPRETATION

This section reviews the data analysis and the discussion of findings

4.1 DESCRIPTIVE STATISTICS

TABLE 1: DESCRIPTIVE STATISTICS

RGDP NETEXP | OPEN EXCR, |FDI INF
Mean 445271.4 | 740952.9 @ 46.10429 | 66.47169 943176.2 18.52423
Median 377830.8 | 231483.0 | 43.90000 | 21.88610 | 231629.0 | 11.89750
Maximum 950114.0 | 3853061. | 97.30000 | 157.5000 | 3853248. | 72.80000
Minimum 31546.76 | -85562.00 E 6.600000 | 0.544500 | -85450.01 | 0.220000
Std. Dev. 216845.0 | 1107444, I 26.03647 | 64.36001 | 1200510. | 16.73835
Skewness 0.701769 | 1.670304 | 0.143251 | 0.255284 | 0.011441 | 1.788611
Kurtosis 2.737958 | 4.668433 | 2.005850 | 1.237121 | 2.324369 | 5.405763
Jarque-Bera | 2.972935 | 20.33403 . 1.561026 | 4.912280 | 5.511595 | 27.10197
Probability | 0.226170 | 0.000038 | 0.458171 | 0.085765 | 0.063558 | 0.000001

35 35 35 33 |35 35
Observations ‘

Source: author’s computation (2015)

The table above shows the descriptive statistics fof the dependent and independent
variables, RGDP, NETEXP, OPEN. EXCR, FDI and INF; all have a positive mean valué .
which ranges from 18.52423 to 740952.9 with a 35 observations. The highest standard
deviation of 1107444 is recorded by NETEXP while the least standard deviation of
16.7383 is recorded by INF. The Jarque —Bera statistics indicates that the variables aré

not normally distributed.
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4.2 REGRESSION RESULT

In analyzing the model, OLS estimation technique is employed. The OLS estimation
allows for goodness of fit of the model (co-efficient of multiple determination) to be
determined as well as the linear relationship existing between the endogenous variable

and each exogenous variables

TABLE 2: REGRESSION ESTIMATE RESULT

[ Dependent Variable: RGDP

Variable | Coefficient | Std. I:rroﬂt— Prob.
Statistic

C 1412411 | 37006.28 |3.816679 | 0.0007

NETEXP | -0.057665 | 0.020402 | - 0.0084
2.826506

OPEN 2160.965 | 602.0387 |3.589413 0.0012
EXCR 2615.660 | 412.6634 | 6.338483 0.0000
FDI 0.087491 [0.029047 | 3.012037 0.0053
INF -499.8562 | 785.1051 |- 0.5293
0.636674 |

R-squared 0.920273 Adjusted R-squared 0.906527

F- 66.94862
statistic
Durbin-Watson stat ' 1.413105

Source: author’s computation (2015)

The result of the estimation of regression summarized in the table above shows that there

is a positive relationship between Real GDP and coefficients of the variables, OPEN;
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EXCR and FDI. The positive coefficient of EXCR variable conforms to the Apriori

expectation; this is equally consistent to the study of Adewuyi (2002) who referred to

foreign exchange rate as an engine of growth. Hence these results obtained goes in line

with the studies conducted by Bairam (1988) and Perraton (1990) that concluded that

growth performance of a country is a function of the values of its income elasticity of

both exports and imports. For the positive coefficient of the FDI, Borensztein, Gregorio

and Lee (1998) noted that while the FDI-growth linkage is still ambiguous, most

-—

macroeconomic studies nevertheless support the notion of a positive role of FDI within

particular economic conditions. There are three main channels through which FDI can

bring about economic growth. The first is through the release it affords from the bmdmg :

constraint of domestic savings. In this case, foreign direct investment augments domestic
savings in the process of capital accumulation. Second, FDI is the main conduit through
which technology spillovers lead to an increase in factor productivity and effi iciency in
the utilization of resources, which leads to growth. Third, FDI leads to increase in exports
as a result of increased capacity and competitiveness in domestic production. This

linkage is often said to depend on another factor, called “absorptive capacity”, which

includes the level of human capital development, type of trade regimes and degree of

openness (Ajayi, 2006).

The coefticients of the variables, NETEXP and INF show negative signs. This md1cateb

that the variables during the period under study negatively affected the real gross

domestic product of Nigeria. The negative relationship recorded for NETEXP on

cconomic growth could be attributed to the finding of Contessi (2008) in a study of the -

US economy that the cconomy has experienced sluggish growth compared with the major
trading partners. Thus, the U.S. demand for foreign-produced goods and services stalled,
while the demand for U.S ~-produced goods and services remained strong. An addmonal

boost to net exports likely came from the depreciation of the dollar against the currenmes

of major U.S. trading partners in the first half of the year. The net effect has been a
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significant unexpected export boom during which the trade balance has behaved as a

countercyclical variable, in a fashion similar to episodes of sluggish growth.

Equally, Rashid, Ullah and ZAMAN( 2012) while analyzing the hypothesis that expoﬁ _
instability affects the economic growth for SAARC region countries (Pakistan, India, Sri-
Lanka and Nepal) noted that export instability has deleterious effects for these Iour
countries on economic growth and its magnitude is higher for Sri Lanka economy.
According to the author, the exports and investment has positive and significant effects
on economic growth for all countries except the Nepalese economy where export has -
negative but insignificant effect on its economic growth. The negative coefficient of the
INF variable is quite understandable following assertion by Barro (2013) while using data -
for around 100 countries from 1960 to 1990 in order to assess the effects of inflation on
economic performance. The author noted that if a number of country characteristics are
held constant, then regression results indicate that the impact effects from an increase in
average inflation by 10 percentage points per year are a reduction of the growth rate of

real per capita GDP by 0.2-0.3 percentage points per year and a decrease in the ratio of ‘
investment to GDP by 0.4-0.6 percentage points. However, the author stated that
statistically significant results emerge only when high- inflation experiences are included
in the sample. Although the adverse influence of inflation on growth looks small, the
long-term effects on standards of living are substantial. For example, a shift in monetary
policy that raises the long-term average inflation rate by 10 percentage points per year is
estimated to lower the level of real GDP after 30 years by 4-7%, more than enough to

Justify a strong interest in price stability.

4.3 STATISTICAL CRITERIA

Statistically, the t-statistic of the variable under consideration is interpreted based on the

following decision rule: if the t -values of the variable under consideration is < -2 > .
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it shows that the variable under consideration is statistically significant otherwise it is not

For the varlables under consideration:

TABLE 3: STATISTICS RESULT

Wariab[e t-Statistic Prob.
C 3.213625 0.0033
NETEXP -2.826506 0.0084
INF -0.636674 0.5293

[ OPEN 3.675896 0.0010

J EXCR 3.751725 0.0008
FDI 3.012037 0.0053

Source: author’s computation (2015)

The result from the t-statistics table above shows that four variables, NETEXP, OPEN.
EXCR and FDI exhibited values that is greater than -positive two and less than the -
negative two. This shows that the variables are statically significant, while the other

variables are not significant statistically.

F-statistics test the overall significance of the model under study. F-calculated is
compared with F-tabulated where F- cal is greater than F-tab we reject the null hypothes:s
(Ho) and conclude that the variable is statistically significant in explaining the dependent

variable. It goes with the following assumptions:

V= K-
V,= N-K
where

K = number of parameter
N = number of observation

For the variable under consideration:
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K-15-1=4
N-K =35-5=30
The F-cal(4, 30) = 66.94862 while the F- tabulated (4,30) =4.51

Decision: Since the F-calculated is greater that the F- tabulated. it shows that the overall

estimate of the regression has a good fit and is statistically significant.

The R-squared which is the coefficient of determination, shows the percentage of
variation in the dependent variable that was accounted for by variations in the ,
explanatory variables. It measures the explanatory powers of the model. It is usually
between zero and one. A close mspeulon of the table above indicates that the specitied
model has a fairly high coefficient of determination. This can be seen from R - -squared 0{
0.920273. The R-squared reports that the variables can explain about 92 per cent of total
variation in real gross domestic product the remaining 8 per cent variation in the real
gross domestic product are not accounted for in the model or rather accounted for b\
other variables outside the model. The fitness of every regression result is based on its R-
squared. The adjusted R-squared of 0.906527shows that asymptotically, the variable$
can explain approximately 90 per cent of total variation. The implication of this is that the
model has goodness of fit.

Durbin — Watson Statistic indicates whether there is serial correlation in the model. Ir
there is serial correlation in model it therefore implies that the model has lost its :
predictive power. Durbin — Watson Statistic is given as 1. 413105 and this suggests that
the model is free autocorrelation. (onsequently, the estimated model can be contldently

relied upon for making inferences and for prediction purposes

4.4 UNIT ROOT TEST

Literature has established that most lime series variables are not stationary. Therefore.

using non-stationary variables in the model might lead to spurious regression which
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cannot be used for precise prediction (Gujarati, 2003). Hence, our first step is to examine
the characteristics of the time series data used for estimation of the model to determine .
whether the variables have unit roots. that is, whether it is stationary and the order of |
integration. The Augmented Dickey-Fuller (ADF) and Philip Peron test statistics are used
for this purpose. A variable is considered stationary if the absolute ADF value is higher .
than any of the absolute Mackinnon values. The test is conducted with no intercept term.

TABLE 4: UNIT ROOT TEST RESULT

[ ADF Test Statistic Phillips-Peron Test |
Equation
VARIABLE | 1(0) I(1) P.Value | 1(0) 1(1)
EXPORT | 1.375296 | -4.093190 | 0.0003 | 1.523176 |-
6.221647
NETEXP |- -5.492351 301117 |-
1.595108 ~10.0000 5235949
OPEN E -3.632938 0.561183 | -
0.468841 0.0010 ' 5.676939
FDI . 8336342 | 0.0000 |0.564198 |-
0.107148 5.880544
INF . -8.336342 | 0.0000 |-1.825564 |-
1.853183 6.245409
EXCR . 13357155 | 0.0022 |1.302339 |-
3.357155 4416180
RGDP 1.447563 | -2.147341 | 0.0400 | 1.456568 |-
B 5.162656

Source: author’s computation (2015)
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From the table above the results clearly shows that EXCR variable is stationary at leve] -
only in ADF test. Meanwhile all the variables, RGDP, NETEXP, OPEN, EXCR FDI and
INF are non-stationary at level in Philip Peron test procedure. This suggests the need to
difference the series to obtain stationarity. At first difference, these variables are
integrated of the same order. Thus indicting that the variables under consideration are
integrated of order one both in ADF and Philip Peron unit root test procedures. Theref@r;

a co-integration test would be conducted.

4.5 COINTEGRATION TEST

When a linear combination of variables that are I(1) produces a stationary series, then the
variables may need to be co integrated. This means that a long-run relationship may exxst
among them, which connotes that they may wander from one another in the short-run but
in the long-run they will move together. To establish whether long-run relationship exists
among the variables or not, co-integration tests are conducted by using the multivariate
procedure developed by Johansen (1988) and Johansen and Juselius (1990). The nature of
the estimator means that the estimates are robust to simultaneity bias, and it is robust to :
departure from normality (Johansen, 1995). Johansen method detects a number of co-
integrating vectors in non- stationary time series. It allows for hypothesis testing regarding

the elements of co-integrating vectors and loading matrlx

The co-integration tests include: RGDP. NETEXP, OPEN, EXCR, FDI and INF. Whth
includes two lags in the VAR. The results of the conducted Johansen tests for co:

integration amongst the variables is specifies in the table below:

41



TABLE 5: COINTEGRATION TEST RESULT

Likelihood | 5 Percent ‘ | Percent | Hypothesized
Eigenvalue | Ratio Critical ' Critical No. of CE(s)
Value | Value '
0.844172 | 124.5567 | 82.49 | 90.45 None **
0.658491 | 65.06874 | 59.46 | 66.52 At most | *
0.454064 | 30.68852 | 39.89 | 45.58 At most 2
0.186455 | 11.32038 | 24.31 72975 At most 3
0.124146 | 4717059 | 1253 | 1631 Atmost 4
0014742 [ 0475272 | 3.84 651 At most 5

*(**) denotes rejection of the hypothesis at 5%(1%) significance level
L.R. test indicates 2 co-integrating equation(s) at 5% significance level

Source: author’s computation (2015)

From the table above, the trace likelihood ratio results point out that the null hypothesis
of no co-integration among the variables is rejected in favour of the alternative
hypothesis up to two co-integrating equations at 5% significant le;vel because their values
exceed the critical values. This means there are at most two integrating equations, which .
implies that a unique long-run relationship exists among the variables and the coefficients

of estimated regression can be taken as equilibrium values. It can thus be stated that there

exists stable relationship between the foreign trade indicators and real GDP.

4.6 THE RESIDUAL RESULT

The graph in table below shows the residual test conducted after co-integration test. It ?

displays the behaviour of the variables under consideration:
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4.7 GRANGER CAUSALITY TEST

The procedure used in this study for testing statistical causality between the Real Grosé
Domestic Product RGDP, NETEXP. OPEN, EXCR, FDI and INF is the “Granger-
causality™ test developed by C.W.J. Granger in 1969. The Granger causality tests
determine the predictive content of one variable beyond that inherent in the explanatory
variable itself. In order to examine the Granger causal relationships between the
variables under examination, we used the estimated model in the previous section. F -

statistic was used as a testing criterion. The results relating to the existence of Granger

causal relationships between the variables are presented in the table below:
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TABLE 6: GRANGER CAUSALITY TEST RESULT
Null Hypothesis: Obs F-Statistic Probabilit

‘¥

NETEXP does not Granger Cause 33  4.44083 0.02113

RGDP
RGDP does not Granger Cause NETEXP  1.84990  0.17596

OPEN does not Granger Cause 33 0.61282 0.54893
RGDP |
RGDP does not Granger Cause OPEN 0.39526 0.67721

EXCR does not Granger Cause 33 251138  0.09927
RGDP ;
RGDP does not Granger Cause EXCR 0.28748 0.75234

FDI does not Granger Cause RGDP 33 3.94228  0.03101
RGDP does not Granger Cause FDI 481153 0.01599

INF does not Granger Cause RGDP 33 0.00588  0.99414
RGDP does not Granger Cause INF 1.20530 0.31467

Source: author’s computation(2015)

From table above we can infer that: there is a unidirectional causal relationship between
the RGDP real gross domestic product and NETEXP with direction from NETEXP to
real gross domestic product RGDP. This implies that NETEXP granger causes RGDP in
the Nigerian economy during the period under review. Also, it could be seen that there is
no direction of causality between OPEN and RGDP. It could equally be stated that -
causality exists from exchange rate to between real gross domestic products. The test
result shows that a bilateral causality exits between FDI and RGDP.  The bilateral -
causality between foreign direct invest and real gross domestic product could be
attributed to the study conducted by WIR (2001) on Sub-Saharan African countries

cconomy. The author noted that Africa share of FDI in the world fell below 1 percent in
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2000; Sub-Saharan Africa also registered the same trend. Sub Saharan A frican countries
have thus been depending mainly on domestic private investment and public investment
as well. Despite the relatively lower flow of FDI in these economies, explaining probablj’
its small effect, such type of investment is still seen from the study to play a non-
negligible role in economic growth. Also, there is no causal relationship between the real :

gross domestic product and inflation rate.

4.8 MULTICOLINEARITY TEST

In the multicolinearity, we test the entire variable in order to aséertain whether they are
collated and their degrees of correlation. This also measures their degrees for relationship |
with the dependent variable. We test the variables to ascertain the degree of relationship
that exist between the independent variables and the dependent variable. For the variables

under consideration, the values obtained are as follows:

TABLE 7: MULTICOLINEARITY TEST RESULT

RGDP NETEXP OPEN EXCR  FDI INF

RGDP 0.559922 - . ’
1.000000 0.115316 0.892525 0.853716 0.224871
NETEXP 1.000000 - -
0.559022 0.266421 0.655415 0.837696 0.232489
OPEN - - . ’ '
0.115316 0.266421 1.000000 0.435292 0.202902 0.441413
EXCR 0.655415 - ;
0.892525 0.435292 1.000000 0.847499 0.301890
FDI 0.837696 - -
0.853716 0.202902 0.847499 1.000000 0.278544
INF - ; . ]

0.224871 0.232489 0.441413 0.301890 0.278544 |. 000000

Source: author’s computatlon (2015)
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The correlation result shows that our focal variables, NETEXP, EXCR and FDI havé :
positive relationships with the RGDP. The relatioriships are” 55%, 89% and 85%.
respectively. This shows that the variables impacted on the economic growth of the

economy positively. While the variables, OPEN and INF indicate negative signs with
values from 11% and 22%. It implies that during the period under review, the openness

and inflation contributed little to the country’s economy.

-
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CHAPTER FIVE
SUMMARY, CONCLUSION AND RECOMMENDATION

5.1 SUMMARY OF FINDINGS

In conclusion, the descriptive statistics of the variables under consideration indicates that
RGDP, NETEXP, OPENESS, EXCR. FDI and INFLATION all have a positive mean -
value which ranges from 18.52423 to 740952.9 with a 35 observations. |
From the result obtained, the highest standard deviation of 1107444 is recorded by
NETEXP. |
The OLS regression result obtained indicates that there is a positive relationship between
RGDP and coefficient of the variables, i.e. OPENESS, EXCR and FDI.

Statistically, the T-statistics test ol the results conducted shows that the variables are
statistically significant, i.e. NETEXP. OPENESS, EXCR and FDI exhibited values that
are greater than the positive 2 and less than the negative 2, while other variable like INF
is not statistically significant. |
The R-squared result report that the variables can explaiﬁ about 92% of total variation in -
RGDP while the remaining 8% variation in the RGDP are not accounted for by other
variables outside the model.

The Durbin Watson test conducted suggests that the model is free of auto-correlation.

The unit root test conducted indicates that all the variables under consideration are
integrated 1(1) both in ADF and Philip Peron unit root test procedures. '
The co-integration test conducted shows that there are two integrating equations which
imply that a unique long run relationship exists among the variables and the coefficient of
estimated variables can be taken as equilibrium values. .
From the granger causality test conducted, the result shows that there is an undirectional
relationship between RGDP and NETEXP, which means that NETEXP granger causes '
RGDP; hence, there is no direction of causality between IMPORT and RGDP. It could
also be seen that there is causality between OPENESS and RGDP. It could equally be :
stated that causality exists from EXCR to RGDP. '
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The normality test conducted indicates that the error term is not normally distributed.

From the multicolinearity result, it shows that OPENESS and INFLATION contributed

little to Nigeria economic growth.

5.2 CONCLUSION

This study evaluates the impact of foreign trade on economic growth in Nigeria from
1980 to 2014. Foreign trade plays a very important role in the establishment of economic
and social elements of the countries around the world. In most countries, it represents the
significant part of gross domestic product (GDP). There-has been the exchange of goodé
and services across international borders for centuries due to its economic, social and
political importance. The analysis of an economy in terms of growth rate and per capita
income has been based on the domestic production, consumption activities and in
conjunction with foreign operation of goods and services. Beforé the discovery of oil iq
1960°s, the Nigerian government was able to carry out investment project through
domestic savings, earning from agricultural product exports and foreign aids. Before
1972, most of the country’s exports were agricultural commodities like cocoa, palm
produce, cotton and groundnut. Thereafter, minerals, especially crude oil, petroleum'.
became significant export commodities. The literature on foreign trade suggests that
exports have a positive impact on economic growth, the relevance of exports in boosting
cconomic growth and prosperity is captured in the theoretical justification for
international trade. In the mercantilist economic thought, for instance, foreign trade is
seen as indispensable engine of economic growth and prosperity: Every country ensures
that it gets a surplus in international trade, there will be high degree of protectionism and
many barriers to the flow of foreign trade and these are incompatible with the essence of

globalization.
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5.3 RECOMMENDATIONS

Based on the findings of this research work and the’conclusion drawn from it, the

following recommendations are made regarding the research to the Nigeria economy.

* Excise duties should be reduced so as to encourage local industries to export their *
goods and services |

e There is need for Nigeria to lessen export-import dependence through thé
diversification of domestic production |

* Nigeria should reframe from excessive consumption of foreign goods and servicesj
so that their import might be cut-off

e The manufacturing industries should improve on their production so that their
output would be competitive in the global market

e The Nigeria government should focus on the catch up strategy which could
promote openness and enhance domestic capability, thereby increasing .

productivity of economy.
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REGRESSION RESULT

DATA

years
1980
1981
1582
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999

2000
2001

2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014

RGDP
31546.76
251052.3
246726.6
230380.8
227254.7
2530133
257784.4
255997
275409.6
295090.8
328606.1
328644.5
337288.6
342540.5
345228.5
352646.2
367218.1
377830.8
388468.1
393107.2

412332
431783.2

451785.7
495007.2

527576
561931.4
595821.6
634251.1
672202.6
718977.3
776332.2
834000.8

888893

950114
747654.8

APPENDIX

INF

9.9
o
7.7
282
39.6
55
54
10.2
38.3
40.9
7.5
13
14.5
57.2
57
72.8
293
8.5
10
0.22

14.53
16.49

12.14
23.84
10.01
11.57
8.57

6.56

15.1
10.83
12.965
11.8975
11.36375
12.16438
11.8975

OPEN
48.6
49.1
38.7
31.1
27.8
28.5
376
53.3
45.2
57.9
723
68.6
82.7
97.3
82.5
86.5
75.6
75.2
80.1
6.6
8.9
9
7.5
10.8
12.5
17.9
18
39.8
41.2
42.1
47.4
43.3
43.9
48.6
77.65

EXCR
0.5445
0.6369
0.6702
0.7486
0.8083
0.9996
3.3166
4.1916

5.353
7.65
5.0001
9.7545
9.7545
22.6309
21.8861
21.8861
21.8861
21.8861
21.886
92.5284
109.55
112.4864
126.4

135.4067

132.67

130.4
128.27
117.968
130.75
147.6
148.67

156.2

157.5
157.31
15731

NETEXP
5091.1
-1816.3
-2564.1
-1401.2
1909.7
4658.2
2937
12498.9
9747.1
27111
64168.2
32047.2
62460.5
53140.7
43270.4
195533.7
746916.4
395946.4
-85562
326454.3
960700.6
509774
231483
1007652
2615737
2579232
1456031
2836176
3853061
3810251
643577.5
735237.3
370628.5
619567.5
1811695

FDI
5150.145
-1758.86
-2517.03
-1346.15
1977.908
4693.2
2983.317
12566.59
9835.953
27217.45
64256.9
32138.55
62567.45
53317.83
43431.79
195714.9
747043.2
396052
-85450
326553.6

960833.6
509912

231629
1007822
2615892
2579392
1456186
2836340
3853248
2430535
2523214
2551303
2003744
2420042
3136645



RGDP C NETEXP OPEN EXCR FDI INF

Dependent Variable: RGDP
Method: Least Squares

Date: 08/25/15

Time: 19:13

Sample: 1980 2014
Included observations: 35

Variable Coefficient  Std. Error  t-Statistic Prob.
C 1412411 37006.28 3.816679  0.0007
NETEXP -0.057665  0.020402 -2.826506  0.0084
OPEN 2160.965 602.0387 3.589413 - 0.0012
EXCR 2615.660 412.6634  6.338483 0.0000
FDI 0.087491  0.029047  3.012037 0.0053 "
INF -499.8562  785.1051 -0.636674  0.5293
R-squared 0.920273 Mean dependent var 445271.4
Adjusted R-squared 0.906527 S.D. dependent var 216845.0
S.E. of regression 66296.64 Akaike info criterion 25.19647 _
Sum squared resid 1.27E+11  Schwarz criterion 25.46310
Log likelihood -434.9382  F-statistic 66.94862
Durbin-Watson stat _ 1.413105 Prob(F-statistic) _0.000000
RGDP NETEXP OPEN EXCR
Mean 445271.4 7409529 46.10429 66.47169_
Median 377830.8 231483.0 43.90000 21.88610
Maximum 950114.0 3853061. 97.30000 157.5000
Minimum 31546.76 -85562.00 6.600000 0.544500
Std. Dev. 216845.0 1107444 26.03647 64.36001
Skewness 0.701769 1.670304 0.143251 0.255284
Kurtosis 2.737958 4668433 2.005850 1.237121
Jarque-Bera 2.972935 20.33403 1.561026  "4.912280
Probability 0.226170 0.000038 0.458171 0.085765
Observations 35 35 35 a5
Correlation matrix
RGDP NETEXP OPEN EXCR
RGDP 1.000000 0.559922 -0.115316 0.892525
NETEXP 0.559922 1.000000 -0.266421 0.655415
OPEN -0.115316 -0.266421 1.000000 -0.435292
EXCR 0.892525 0.655415 -0.435292 1.000000
FDI 0.853716 0.837696 -0.202902 0.847499
INF -0.224871 -0.232489 0.441413 -0.301890

FDI
943176.2
231629.0
3853248.

-85450.01
1200510.
0.911441
2.324369

5.511595
0.063558

35

FDI
0.853716
0.8376986

-0.202902
0.847499
1.000000

-0.278544

INF
18.52423
11.89750
72.80000
0.220000 -
16.73835 °
1.788611
5.405763

27.10197 -
- 0.000001

35

INF
-0.224871
-0.232489
0.441413
-0.301890
-0.278544
1.000000 *



UNIT ROOT

ADF Test Statistic -1.595108 1% Critical Value* : -2.6344
5% Critical Value -1.9514.
10% Critical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(INETEXP)

Method: Least Squares

Date: 08/25/15 Time: 19:21

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
NETEXP(-1) -0.172066  0.107871 -1.595108  0.1208
D(NETEXP(-1)) 0.129538  0.187074  0.692441 0.4938 .
R-squared 0.072864 Mean dependent var 54954.87
Adjusted R-squared 0.042956 S.D. dependent var 800070.3
S.E. of regression 782697.7 Akaike info criterion 30.03757
Sum squared resid 1.90E+13  Schwarz criterion 30.12827
Log likelihood _-493.6199_ Durbin-Watson stat _1.836063
ADF Test Statistic -5.492351 1% Critical Value* -2.6369
5% Critical Value -1.9517
10% Critical Value -1.6213

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(INETEXP,2)

Method: Least Squares

Date: 08/25/15 Time: 19:23

Sample(adjusted): 1983 2014

Included observations: 32 after adjusting endpoints

Variable Coefficient  Std. Error t-Statistic Prob.

D(NETEXP(-1)) -1.342024  0.244344  -5.492351 0.0000
D(NETEXP(-1),2) 0.394170  0.175240  2.249311 0.0320 -

R-squared 0.538466 Mean dependent var 37277.34
Adjusted R-squared 0.523082 S.D dependent var 1108612.
S.E. of regression 765599.5 Akaike info criterion 29.99517
Sum squared resid 1.76E+13  Schwarz criterion 30.08678

Log likelihood -477.9227  Durbin-Watson stat 2.080892




1% Critical Value* -2.6344
5% Critical Value -1.9514
10% Critical Value -1.6211 .

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(OPEN)

Method: Least Squares

Date: 08/18/15 Time: 10:00

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
OPEN(-1) -0.026309 0.056114 -0.468841 0.6425
D(OPEN(-1)) -0.035982 0.190348 -0.189035 0.8513

R-squared 0.006343 Mean dependent var " 0.865152
Adjusted R-squared -0.025710 S.D. dependent var 16.35376
S.E. of regression 16.56265 Akaike info criterion 8.510870
Sum squared resid 8503.967 Schwarz criterion 8.601567
Log likelihood _-138.4294  Durbin-Watson stat ~ 1.874338
ADF Test Statistic -3.632938 1% Critical Value* -2.6369
5% Critical Value -1.9517

10% Critical Value -1.6213

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(OPEN,?2)

Method: Least Squares

Date: 08/18/15 Time: 10:02

Sample(adjusted): 1983 2014

Included observations: 32 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
D(OPEN(-1)) -1.015345  0.279483 -3.632938 0.0010
D(OPEN(-1),2) -0.031048  0.191465 -0.162159  0.8723

R-squared 0.500501 Mean dependent var 1.232812°
Adjusted R-squared 0.483851 S.D. dependent var 23.35931
S.E. of regression 16.78214 Akaike info criterion 8.538969
Sum squared resid 8449.208 Schwarz criterion 8.630578
Log likelihood _-134.6235_ Durbin-Watson stat ~ 1.922611
ADF Test Statistic -3.357155 1% Critical Value* -2.6369
5% Critical Value -1.9517

10% Critical Value -1.6213

*MacKinnon critical values for rejection of hypothesis of a unit root.



Augmented Dickey-Fuller Test Equation
Dependent Variable: D(EXCR,2)

Method: Least Squares

Date: 08/18/15 Time: 10:02

Sample(adjusted): 1983 2014

Included observations: 32 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob. -
D(EXCR(-1)) -0.754344  0.224697 -3.357155  0.0022
D(EXCR(-1),2) -0.003862  0.182573 -0.021703  0.9828
R-squared 0.378682 Mean dependentvar  -0.001041
Adjusted R-squared 0.357972 S.D. dependent var 17.64925
S.E. of regression 14.14176 Akaike info criterion 8.196603
Sum squared resid 5999.681 Schwarz criterion 8.288211
Log likelihood _-129.1456 _ Durbin-Watson stat ~ 2.001412
ADF Test Statistic -3.357155 1% Critical Value* -2.6369
5% Critical Value -1.9517
10% Critical Value -1.6213

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(EXCR,2)

Method: Least Squares

Date: 08/18/15 Time: 10:03

Sample(adjusted): 1983 2014

Included observations: 32 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
D(EXCR(-1)) -0.754344  0.224697 -3.357155  0.0022
D(EXCR(-1),2) -0.003962  0.182573 -0.021703  0.9828
R-squared 0.378682 Mean dependentvar  -0.001041
Adjusted R-squared 0.357972 S.D. dependent var 17.64925
S.E. of regression 14.14176 Akaike info criterion 8.196603
Sum squared resid 5899.681 Schwarz criterion 8.288211
Log likelihood _ -129.1456  Durbin-Watson stat _2.001412
ADF Test Statistic -0.107148 1% Critical Value* -2.6344
5% Critical Value -1.9514
10% Critical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(FDI)

Method: Least Squares

Date: 08/18/15 Time: 10:04

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints




Variable Coefficient Std. Error t-Statistic Prob.

FDI(-1) -0.008315 0.077600 -0.107148  0.9154
D(FDI(-1)) -0.054460 0.192399 -0.283060 0.7790
R-squared -0.021618 Mean dependent var 95103.15
Adjusted R-squared  -0.054573 S.D. dependent var 603397.6
S.E. of regression 619643.6 Akaike info criterion 29.57037
Sum squared resid 1.19E+13  Schwarz criterion 29.66107
Log likelihood _-485.9111_ Durbin-Watson stat ~ 2.018367
ADF Test Statistic -8.336342 1% Critical Value* -2.6369
5% Critical Value -1.9517
10% Critical Value - -1.6213

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(FDI,2)

Method: Least Squares

Date: 08/18/15 Time: 10:05

Sample(adjusted): 1983 2014

Included observations: 32 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
D(FDI(-1)) -1.776765  0.213135 -8.336342  0.0000
D(FDI(-1),2) 0.658811  0.145070 4.541339  0.0001
R-squared 0.714996 Mean dependent var 22417.53
Adjusted R-squared 0.706496 S.D. dependent var 893676.9 .
S.E. of regression 484982.4 Akaike info criterion 29.08207
Sum squared resid 7.06E+12  Schwarz criterion 29.17368
Log likelihood _ -463.3132_ Durbin-Watson stat _1.528890
ADF Test Statistic -1.853183 1% Critical Value* -2.6344
5% Critical Value . -1.9514
10% Critical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(INF)

Method: Least Squares

Date: 08/18/15 Time: 10:06

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
INF(-1) -0.214167 0.115567 -1.853183  0.0734
D(INF(-1)) 0.045149  0.179690 0.251259  0.8033
R-squared 0.103203 Mean dependent var 0.127197
Adjusted R-squared 0.074275 S.D dependent var 16.58666
S.E. of regression 15.95880 Akaike info criterion 8.436589

Sum squared resid 7895.179  Schwarz criterion 8.527287



Log likelihood _-137.2037 _ Durbin-Watson stat ~ .1.998585

ADF Test Statistic 1.447563 1% Critical Value* -2.6344
5% Critical Value . -1.9514
10% Critical Value -1.6211°

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RGDP)

Method: Least Squares

Date: 08/18/15 Time: 11:32

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
RGDP(-1) 0.029753 0.020554  1.447563 0.1578
D(RGDP(-1)) -0.049224  0.209808 -0.234617  0.8160
R-squared -0.026784 Mean dependent var 15048.56
Adjusted R-squared -0.059906 S.D. dependent var 43981.72
S.E. of regression 45279.94 Akaike info criterion '24.33781
Sum squared resid 6.36E+10  Schwarz criterion 24.42850
Log likelihood -399.5738_ Durbin-Watson stat ~ 1.185758

ADF Test Statistic -2.147341 1% Critical Value* -2.6369

5% Critical Value -1.9517
10% Critical Value -1.6213

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RGDP,2)

Method: Least Squares

Date: 08/18/15 Time: 11:33

Sample(adjusted): 1983 2014

Included observations: 32 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
D(RGDP(-1)) -0.595621  0.277376 -2.147341  0.0400
D(RGDP(-1),2) 0.049215  0.199545  0.246634  0.8069
R-squared 0.118703 Mean dependentvar  -6191.673
Adjusted R-squared 0.089326 S.D. dependent var 48541.33
S.E. of regression 46322.62 Akaike info criterion 24.38511
Sum squared resid 6.44E+10  Schwarz criterion 24, 47672

Log likelihood _-388.1618_ Durbin-Watson stat ~_ 1.206901




PHILIP PERON

PP Test Statistic -1.301117 1% Critical Value* -2.6321
5% Critical Value -1.9510
10% Critical Value -1.6209

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3
Residual variance with no correction 5.67E+11
Residual variance with correction 4.60E+11 _

Phillips-Perron Test Equation

Dependent Variable: D(NETEXP)

Method: Least Squares

Date: 08/25/15 Time: 19:25

Sample(adjusted): 1981 2014

Included observations: 34 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
NETEXP(-1) -0.150100  0.100698 -1.490600 0.1456
R-squared 0.058693 Mean dependent var 53135.39
Adjusted R-squared 0.058693 S.D dependent var 787926.2
S.E. of regression 764453.8 Akaike info criterion 29.96068 .
Sum squared resid 1.93E+13  Schwarz criterion 30.00557
Log likelihood -508.3316  Durbin-Watson stat 1.714492
PP Test Statistic -5.235949 1% Critical Value* -2.6344
5% Critical Value -1.9514
10% Critical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3

Residual variance with no correction 6.23E+11
Residual variance with correction 3.58E+11

Phillips-Perron Test Equation

Dependent Variable: D(INETEXP,2)

Method: Least Squares

Date: 08/25/15 Time: 19:27

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
D(NETEXP(-1)) -0.958218  0.183066 -5.234288  0.0000 ‘
R-squared 0.460643 Mean dependent var 36334.38
Adjusted R-squared 0.460643 S.D. dependent var 1091166.
S.E. of regression 801362.3 Akaike info criterion 30.05585

Sum squared resid 2.05E+13  Schwarz criterion 30.10120



Log likelihood _-494.9215  Durbin-Watson stat ~_1.901451

PP Test Statistic 1.456568 1% Critical Value* -2.6321
5% Critical Value -1.9510
10% Critical Value = - =1,6209

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3)

3

Residual variance with no correction 3.28E+09
Residual variance with correction 2.93E+09

Phillips-Perron Test Equation

Dependent Variable: D(RGDP)

Method: Least Squares

Date: 08/18/15 Time: 11:34

Sample(adjusted): 1981 2014

Included observations: 34 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
RGDP(-1) 0.027599  0.020576  1.341337  0.1890
R-squared -0.087874 Mean dependent var 21062.00
Adjusted R-squared -0.087874 S.D. dependent var 55724.89
S.E. of regression 58121.73 Akaike info criterion 24.80744
Sum squared resid 1.11E+11  Schwarz criterion 24.85233
Log likelihood _ -420.7264_ Durbin-Watson stat - 1.148748
PP Test Statistic -5.233099 1% Critical Value* -2.6344
5% Critical Value -1.9514
10% Critical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3

Residual variance with no correction 2.06E+09
Residual variance with correction 2.64E+09

Phillips-Perron Test Equation

Dependent Variable: D(RGDP,2)

Method: Least Squares

Date: 08/18/15 Time: 11:35

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error t-Statistic Prob.
D(RGDP(-1)) -0.859149 0.166416 -5.162656 0.0000
R-squared 0.429676 Mean dependentvar  -12786.81

Adjusted R-squared 0.429676 S.D. dependent var 60975.33
S.E. of regression 46048.44 Akaike info criterion 24.34261



Sum Sﬂuared resid 6.79E+10  Schwarz criterion 24.38796

Log likelihood _ -400.6531_ Durbin-Watson stat ~ _1.112257
PP Test Statistic -1.825564 1% Critical Value* -2.6321
5% Critical Value -1.9510
10% Critical Value -1.6209

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3

Residual variance with no correction 232.6849
Residual variance with correction 201.8534

Phillips-Perron Test Equation

Dependent Variable: D(INF)

Method: Least Squares

Date: 08/18/15 Time: 10:07

Sample(adjusted): 1981 2014

Included observations: 34 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
INF(-1) -0.204856 0.105856 -1.935236 0.0616
R-squared 0.101910 Mean dependent var 0.058750
Adjusted R-squared 0.101910 S.D. dependent var 16.33829
S.E. of regression 15.48341 Akaike info criterion 8.346386
Sum squared resid 7911.287  Schwarz criterion 8.391279
Log likelihood ~-140.8886_ Durbin-Watson stat ~ _1.927625
PP Test Statistic -6.245409 1% Critical Value* -2.6344
5% Critical Value " -1.9514
10% Critical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: { Newey-West suggests: 3 )

3 -

Residual variance with no correction 265.7525
Residual variance with correction 169.0705

Phillips-Perron Test Equation

Dependent Variable: D(INF,2)

Method: Least Squares

Date: 08/18/15 Time: 10:08

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error t-Statistic Prob.
D(INF(-1)) -1.062542 0.176383 -6.024074 0.0000
R-squared 0.631404 Mean dependent var 0.058580

Adjusted R-squared 0.531404 S.D. dependent var 2418362



S.E. of regression 16.55468 Akaike info criterion 8.481049

Sum squared resid 8769.834 Schwarz criterion 8.526397
Log likelihood _-138.9373  Durbin-Watson stat ~ 2.013126
PP Test Statistic 0.564198 1% Critical Value* -2.6321
5% Critical Value -1.9510
10% Critical Value -1.6209

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3

Residual variance with no correction 3.51E+11 -
Residual variance with correction 1.74E+11

Phillips-Perron Test Equation

Dependent Variable: D(FDI)

Method: Least Squares

Date: 08/18/15 Time: 10:08

Sample(adjusted): 1981 2014

Included observations: 34 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
FDI(-1) -0.015013  0.071722 -0.209327 0.8355
R-squared -0.023375 Mean dependentvar ~ 92102.80
Adjusted R-squared -0.023375 S.D. dependent var 594442 4 -
S.E. of regression 601349.8 Akaike info criterion 29.48071
Sum squared resid 1.18E+13  Schwarz criterion 29.52560
Log likelihood __~900.1721_ Durbin-Watson stat ~2.045740
PP Test Statistic -6.262424 1% Critical Value* -2.6344
5% Critical Value -1.9514
10% Critical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3

Residual variance with no correction 3.61E+11
Residual variance with correction 1.77E+11

Phillips-Perron Test Equation

Dependent Variable: D(FDI,2)

Method: Least Squares

Date: 08/18/15 Time: 10:09

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints
Variable Coefficient  Std. Error  t-Statistic Prob.
D(FDI(-1)) -1.060747  0.180382 -5.880544  0.0000

R-squared 0.519073 Mean dependent var 21924.60




Adjusted R-squared 0.519073 S.D. dependent var 879606.9

S.E. of regression 609997.7 Akaike info criterion 29.51013
Sum squared resid 1.19E+13  Schwarz criterion 29.55548
Log likelihood _-485.9172  Durbin-Watson stat _2.028905
PP Test Statistic 1.037276 1% Critical Value* -2.6321
5% Critical Value -1.9510
10% Critical Value © -1.6209

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3

Residual variance with no correction . 178.3388
Residual variance with correction 229.5956

Phillips-Perron Test Equation

Dependent Variable: D(EXCR)

Method: Least Squares

Date: 08/18/15 Time: 10:09

Sample(adjusted): 1981 2014

Included observations: 34 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
EXCR(-1) 0.033928  0.026051 1.302339 0.2018
R-squared -0.072742  Mean dependent var 4.610750
Adjusted R-squared -0.072742  S.D. dependent var 13.08753
S.E. of regression 13.55518 Akaike info criterion 8.080386
Sum squared resid 6063.519  Schwarz criterion 8.125279
Log likelihood _ -136.3666_ Durbin-Watson stat _1.647780
PP Test Statistic -4.444055 1% Critical Value* -2.6344
5% Critical Value -1.9514

10% Ciritical Value -1.6211

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel- ( Newey-West suggests: 3 )

3

Residual variance with no correction 181.8114
Residual variance with correction 190.4003

Phillips-Perron Test Equation

Dependent Variable: D(EXCR,2)

Method: Least Squares

Date: 08/18/15 Time: 10:10

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient Std. Error t-Statistic Prob.
D(EXCR(-1)) _-0.757345_ 0.171493_ -4.416180_, 0.0001




R-squared 0.378673 Mean dependent var  -0.002800
Adjusted R-squared 0.378673 S.D. dependent var 17.37130

S.E. of regression 13.69281 Akaike info criterion . 8.101453
Sum squared resid 5999.775 Schwarz criterion 8.146802
Log likelihood _-132.6740  Durbin-Watson stat _2.001923

Date: 08/25/15 Time:
19:53
Sample: 1980 2014
Included observations: 35
Correlations are asymptotically consistent approximations

RGDP ,NETEXP(-i) RGDP NETEXP(+i) i lag lead

B kel | A - 0 0.5599 0.5599

I****** I J !ll'**** | 1 0.5546 05234

W ~ Sl i _ 2_06272 0.4551

PP Test Statistic -0.561183 1% Critical Value* . -2.6321
5% Critical Value -1.9510

10% Critical Value -1.6209 -

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )

3 ’ :
Residual variance with no correction 250.5036
Residual variance with correction 272.9680

Phillips-Perron Test Equation

Dependent Variable: D(OPEN)

Method: Least Squares

Date: 08/18/15 Time: 10:11

Sample(adjusted): 1981 2014

Included observations: 34 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
OPEN(-1) -0.026886  0.053135 -0.506001 0.6162
R-squared 0.004821 Mean dependent var 0.854412
Adjusted R-squared 0.004821 S.D. dependent var 16.10419
S.E. of regression 16.06532 Akaike info criterion 8.420174
Sum squared resid 8517.121  Schwarz criterion 8.465067

Log likelihood _-142.1430_ Durbin-Watson stat ~ 1.955098 .
PP Test Statistic -5.676939 1% Critical Value* -2.6344
5% Critical Value . -1.9514

10% Critical Value -1.6211"

*MacKinnon critical values for rejection of hypothesis of a unit root.

Lag truncation for Bartlett kernel: ( Newey-West suggests: 3 )
3



Residual variance with no correction 259.5232
Residual variance with correction 293.3631

Phillips-Perron Test Equation

Dependent Variable: D(OPEN,2)

Method: Least Squares

Date: 08/18/15 Time: 10:11

Sample(adjusted): 1982 2014

Included observations: 33 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
D(OPEN(-1)) -1.049137 0185960 -5.641738  0.0000
R-squared 0.497936 Mean dependentvar . 0.865152

Adjusted R-squared 0.497936 S.D. dependent var 23.08823
S.E. of regression 16.35950 Akaike info criterion 8.457329
Sum squared resid 8564.266  Schwarz criterion 8.502678
Log likelihood _-138.5459  Durbin-Watson stat _1.883375
ADF Test Statistic -4.433958 1% Critical Value* -2.6369
5% Critical Value -1.9517

10% Critical Value -1.6213 _

*MacKinnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(INF,2)

Method: Least Squares

Date: 08/18/15 Time: 10:06

Sample(adjusted): 1983 2014

Included observations: 32 after adjusting endpoints

Variable Coefficient Std. Error  t-Statistic Prob.
D(INF(-1)) -1.173508  0.264664 -4.433958  0.0001
D(INF(-1),2) 0.104401 0.181633  0.575107 0.5695
R-squared 0.536397 Mean dependent var * -0.008340
Adjusted R-squared 0.520944 S.D. dependent var 24.56748
S.E. of regression 17.00410 Akaike info criterion 8.565248
Sum squared resid 8674.182  Schwarz criterion 8.656856
Log likelihood __-135.0440  Durbin-Watson stat ~ 2.067761

Cointegration

Date: 08/25/15 Time: 19:56
Sample: 1980 2014 -
Included observations: 32
Test
assumption:
No
deterministic



trend in the
data

Series: RGDP NETEXP OPEN EXCR FDI INF

Lags interval: 1 to 2

Likelihood 5 Percent 1 Percent  Hypothesized
Eigenvalue Ratio Critical Value _ Critical Value  No. of CE(s)
0.844172 124.5567 82.49 90.45 None **
0.658491 65.06874 59.46 66.52 At most 1*
0.454064 30.68852 39.89 45.58 At most 2
0.186455 11.32038 24.31 29.75 At most 3
0.124146 4.717059 12.53 16.31 At most 4
0.014742 0.475272 3.84 6.51 At most 5
*(**) denotes
rejection of the
hypothesis at
5%(1%)
significance
level
L.R. test
indicates 2
cointegrating
equation(s) at
5%
significance
level
UnnormalizedCointegrating Coefficients:
RGDP NETEXP OPEN EXCR FDI INF
-4.11E-07 -3.48E-07 -0.009699 -0.005347 6.41E-07 0.023548
3.23E-07 -3.05E-07 0.002703 -0.003769 4.10E-07 -0.009249
2.04E-07 2.53E-07 -0.001228 -0.005835 9.50E-08 0.001499
3.33E-06 1.65E-07 -0.013853 -0.010969 -2.77E-07 0.004774
1.57E-06 1.19E-08 -0.010954 -0.003800 4.34E-08 0.003416
4.03E-07 -2.69E-Q7 -0.003539 0.000596 5.15E-07 0.010588
Normalized
Cointegrating
Coefficients: 1
Cointegrating
Equation(s)
RGDP NETEXP OPEN EXCR FDI INF
1.000000 0.847374 23606.36 13012.69 -1.559909 -57311.25
(0.56880) (19439 2) (11220.6) (1.05566) (40603.9)
Log likelihood  -1632.573
Normalized
Cointegrating
Coefficients: 2
Cointegrating
Equation(s)
RGDP NETEXP OPEN EXCR FDI INF
1.000000 0.000000 16398.30 1330.210 -0.220759 -43749.20



(16746.6) (4485.67) (0.21175) (36077.4)
0.000000 1.000000 8506.347 13786.68 -1.580353 -16004.79
(19350.3) (5183.09) (0.24467) (41686.6)
Log likelihood -1615.383
Normalized
Cointegrating
Coefficients: 3
Cointegrating
Equation(s)
RGDP NETEXP OPEN EXCR FDI INF
1.000000 0.000000 0.000000 -22073.67 1.095823 -8464.707
(50142.6) (2.90551) (5365.94)
0.000000 1.000000 0.000000 1646.303 -0.897399 2298.452
. (30353.2) (1.75881) (3248.21)
0.000000 0.000000 1.000000 1.427214 -8.03E-05 -2.151716
(2.83666) (0.00016) (0.303586)
Log likelihood  -1605.699
Normalized
Cointegrating
Coéfficients: 4
Cointegrating
Equation(s)
RGDP NETEXP OPEN EXCR FDI INF
1.000000 0.000000 0.000000 0.000000 -0.220148 -7726.759
; (0.06286) (1336.64)
0.000000 1.000000 0.000000 0.000000 -0.799251 2243.414
' (0.17140) (3644.53)
0.000000 0.000000 1.000000 0.000000 4.80E-06 -2.199430
‘ - (7.4E-06) (0.15652)
0.000000 0.000000 0.000000 1.000000 -5.96E-05 0.033431
' (1.3E-05) (0.28501)
_Log likelihood  -1602.397
Normalized
Cointegrating
Coefficients: 5
Cointegrating
Equation(s)
RGDP NETEXP OPEN EXCR FDI INF
1.000000 0.000000 0.000000 0.000000 0.000000 -16061.87
: (11290.6)
0.000000 1.000000 0.000000 0.000000 0.000000 -28017.28
(45268.1)
0.000000 0.000000 1.000000 0.000000 0.000000 -2.017738
z (0.36048)
0.000000 0.000000 0.000000 1.000000 0.000000. -2.223756
(3.17823)
0.000000 0.000000 0.000000 0.000000 1.000000 -37861.33

(54826.3)




